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Abstract: 

The classification of land use and vegetation is a complex exercise difficult to perform with traditional methods, 
thus deep learning models constitute a viable alternative because they are highly capable of learning this 
complex semantics, a trait which allows their application in the automatic identification of land use and 
vegetation, based on spatiotemporal patterns derived from their appearance. The objective of this study was to 
propose and evaluate a deep learning convolutional neural network model for the classification of 22 different 
land covers and land use classes located in the Atoyac-Salado basin. The proposed model was trained using 
digital data captured in 2021 by the Sentinel-2 satellite; a different combination of hyperparameters was applied 
in which the accuracy of the model depends on the optimizer, the activation function, the filter size, the learning 
rate and the batch size. The results provided an accuracy of 84.57 % for the data set. A regularization method 
called Dropout was used to reduce overadjustment, with great effectiveness. It was proven with sufficient 
accuracy that deep learning with convolutional neural networks identifies patterns in the reflectance data 
captured by Sentinel-2 satellite images for land use and vegetation classification in intrinsically difficult areas of 
the Atoyac-Salado basin. 

Key Words: Machine learning, automatic classification, Atoyac-Salado basin, Sentinel-2 images, artificial 
intelligence, remote sensing. 

Resumen 

La clasificación de uso del suelo y vegetación es un ejercicio complejo y difícil de realizar con métodos 
tradicionales, por lo que los modelos de aprendizaje profundo son una alternativa para su aplicación debido a 
que son altamente capaces de aprender esta semántica compleja, lo que hace plausible su aplicación en la 
identificación automática de usos del suelo y vegetación a partir de patrones espacio-temporales extraídos de su 
apariencia. El objetivo del presente estudio fue proponer y evaluar un modelo de red neuronal convolucional de 
aprendizaje profundo para la clasificación de 22 clases distintas de cobertura y uso del suelo ubicadas en la 
cuenca río Atoyac-Salado. El modelo propuesto se entrenó utilizando datos digitales capturados en 2021 por el 
satélite Sentinel-2; se aplicó una combinación diferente de hiperparámetros en la cual la precisión del modelo 
depende del optimizador, la función de activación, el tamaño del filtro, la tasa de aprendizaje y el tamaño del 
lote. Los resultados proporcionaron una precisión de 84.57 % para el conjunto de datos. Para reducir el 
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sobreajuste se empleó el método de regularización denominado Dropout, que resultó ser muy eficaz. Se 
comprobó con suficiente precisión que el aprendizaje profundo con redes neuronales convolucionales identifica 
patrones en los datos de la reflectancia captada por las imágenes del satélite Sentinel-2 para la clasificación el 
uso de suelo y vegetación en áreas con una dificultad intrínseca en la cuenca del río Atoyac-Salado. 

Palabras clave: Aprendizaje de máquina, clasificación automática, cuenca Atoyac-Salado, imágenes Sentinel-2, 
inteligencia artificial, sensores remotos. 

 

 

Introduction 

 

 

Geographic information on Land Use and Vegetation (LUV) is an important input to 

support spatiotemporal studies of the behavior of plant communities present in the 

country. Thus, it contributes to the knowledge of the state of land cover (Inegi, 

2017), which is essential for researchers and decision makers. The USV maps serve 

as a basis for the deduction of scenarios on the loss of natural capital or 

biodiversity, the generation of models of potential effects of global change and for 

the formulation of land use planning strategies (Mas et al., 2009). 

In Mexico, according to the LUV maps of the National Institute of Statistics and 

Geography (Instituto Nacional de Estadistica y Geografia, Inegi), the average rate of 

land use change in forests and jungles during the 1992–2016 period was -133 000 

ha/yr-1, with an evident decrease in the areas of primary vegetation and an increase in 

land uses associated with agricultural activities (irrigated agriculture, rainfed 

agriculture, induced pasture and cultivated pasture, mainly). However, the change rate 

stabilized in the last few years of analysis, from 2010 to 2016 (Paz-Pellat et al., 2019). 

Land cover change involves the modification of certain surface characteristics, such 

as the type of vegetation; whereas, land use change consists of an alteration in the 

way humans use or manage a certain area of the Earth (Patel et al., 2019). Land 
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cover change has numerous ecological, physical and socioeconomic consequences 

(Pellikka et al., 2013). Despite its importance, it is generally identified through 

expert classification, including visual interpretation of satellite images, which is 

costly, time-consuming and inaccurate. The implementation of computational 

methods allows for automatic, fast, accurate and cost-effective land cover 

classification with satellite imagery (Suárez et al., 2017). Thus, remote sensing of 

land cover and land use change has the advantage of offering automated and 

repeatable large-scale methods for monitoring indicators of vegetation condition 

(Lawley et al., 2015). 

In recent years, there has been an increased interest in and need for reliable and 

updated land use and land cover information (Borràs et al., 2017). Deriving land 

cover from remotely sensed data is essential for mapping, in addition to providing 

basic information to support scientific activities, since satellite images are freely and 

openly accessible and have greater storage and computational power (Hermosilla et 

al., 2022). However, detailed classification is a strenuous task due to the unlimited 

amount of remotely sensed data, the complexity of species patterns and spatial 

compositions, and the lack of suitable approaches (Xie et al., 2019). 

This problem calls for the use of new techniques such as artificial intelligence, which 

centers on the research of multiple concepts that revolve around the imitation of the 

functions that humans perform (Ponce et al., 2014). In this regard, machine 

learning stands out as a common tool for drawing information from large data sets 

(Shalev-Shwartz y Ben-David, 2014), suggesting the use of a machine or computer 

to learn in a manner analogous to the way in which the brain learns and predicts to 

automate operations in order to reduce human intervention in the automatic 

detection of meaningful pattern data (Theodoridis, 2015). 

Deep learning is one of the most versatile modern techniques for feature extraction 

and classification (Bhosle and Musande, 2019), furthermore, it intelligently analyzes 

data on a large scale (Sarker, 2021). Deep learning algorithms extract complex 
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high-level abstractions (Najafabadi et al., 2015), two types of algorithms 

―supervised and unsupervised― can be distinguished according to the data entry 

method utilized. Supervised learning is performed with known data (training data) 

of the class to be identified (Suárez et al., 2017), whereas in unsupervised learning, 

no knowledge of the classes to be determined is required (Pérez y Arco, 2016). The 

input to a learning algorithm is training data and the output usually takes the form 

of another computer software that can perform a certain task (S Shalev-Shwartz y 

Ben-David, 2014). 

In the field of machine learning, convolutional neural networks (CNNs) have made 

considerable improvements and have aroused great interest in the academic and 

industrial communities (Krizhevsky et al., 2017), because they use local connections 

to efficiently extract spatial information and shared weights (Chen et al., 2016). 

CNN can extract more effective features with the help of class-specific information 

(Chen et al., 2016). This requires large training data sets, and for multi-class 

issues, the data must be balanced (Suárez et al., 2017). 

There are several methods for classifying images, but not all are applicable to land 

cover classification (Macedo-Cruz et al., 2010). Therefore, and in order to assess 

the accuracy with which deep learning can utilize convolutional neural networks to 

identify patterns in the classification of land use and vegetation based on 

reflectance data captured by remote sensors on board satellite platforms, we 

proposed carrying out the study in the conditions of the Atoyac-Salado basin. This is 

because its diversity of ecosystems and productive systems, urban development, 

orography and in particular the great diversity of LUV classes that converge in it 

make it a suitable and challenging area for applying classification methods 

supervised with artificial intelligence. 
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The objective was to propose and evaluate the performance of a computational 

method based on convolutional neural networks for the supervised classification of 

22 different classes of LUV in the Atoyac-Salado basin in the state of Oaxaca. 

 

 

Materials and Methods 

 

 

The Atoyac-Salado basin is located in the central part of the state of Oaxaca (Figure 

1), between the parallels 16°49'25.86" and 17°11'34.09" N and the meridians 

96°17'23.60" and 96°43 41.66" W. It extends from the source of the Salado river to 

the Oaxaca hydrometric station. This source is located in San Francisco 

Telixtlahuaca, where it bears the name of the Nariz river, at an altitude of 

approximately 2 418 masl. South of San Pablo Huitzo, it is called the Atoyac-river, 

and crosses the city of Oaxaca de Juárez up to the Oaxaca hydrometric station, at 

an altitude of approximately 1 500 m above sea level (Semarnat, 2017). 
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Figure 1. Location of the Atoyac-Salado basin and main watercourses. 

 

The delimitation of the Atoyac-Salado basin was carried out in ArcSWAT™ 

(2012.10_4.21) as an extension of the ArcGIS™ (14.4.1) software, from Inegi's 

high resolution digital elevation model LiDAR, 15 m resolution, Universal Transverse 

Mercator (UTM) Zone 14 projection. The outlet of the watershed is located at the 

Paso Ancho hydrometric station. 

The units of analysis corresponded to the different land covers and land uses of the 

Series VI vector dataset at a scale of 1:250 000 (Inegi, 2017). Of the 22 classes of 

LUV (Table 1), two stand out for having the largest surface area: annual rainfed 

agriculture with 21.41 % of the total surface area, and secondary shrubby oak 

forest vegetation with 17.78 %. Three types of agricultural land were registered: 

rainfed, irrigated and humid, which were divided into annual, semi-permanent and 
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permanent, according to their duration. Based on this land use variability, the 

Atoyac-Salado basin was found to be suitable for the application of supervised 

classification methods with artificial intelligence. 

 

Table 1. Assignment of class and key by type of LUV. 

Class Code Type of land use and vegetation Surface area (ha) 

0 AH Built urban 21 690.4 

1 BP Pine forest 1 384.1 

2 BPQ Pine-oak forest 10 157.7 

3 BQP Oak-pine forest 630.6 

4 HS Semi-permanent moisture agriculture 358.6 

5 PI Induced pastureland 41 935.9 

6 RA Annual irrigated agriculture 2 915.4 

7 RAS Annual and semi-permanent irrigated farming 3 8362 

8 RS Semi-permanent irrigated agriculture 1 032.2 

9 TA Annual rainfed agriculture 79 647.6 

10 TAP Annual rainfed and permanent agriculture 15 552.3 

11 VSa/BP Secondary shrub vegetation of pine forest 9 473.3 

12 VSa/BPQ Secondary shrub vegetation of pine-oak forest 4 378.7 

13 VSa/BQ Secondary shrub vegetation of oak forest 66 145.4 

14 VSa/BQP Secondary shrub vegetation of oak-pine forest 11 682.1 

15 VSa/MK Secondary shrub vegetation of mesquite forest 772.8 

16 VSa/SBC Secondary shrub vegetation of low deciduous forest 8 138.4 

17 VSA/BP Secondary arboreal vegetation of pine forest 10 569.2 

18 VSA/BPQ Secondary arboreal vegetation of pine-oak forest 20 728.7 

19 VSA/BQ Secondary arboreal vegetation of oak forest 19 473.6 

20 VSA/BQP Secondary arboreal of oak-pine forest vegetation 6 210.4 

21 VSh/BQ Secondary herbaceous vegetation of oak forest 726.5 

Total 372 068.3 

 

 

Satellite imagery 
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The Copernicus Sentinel-2 mission consists of two identical satellites (2A and 2B) in the 

same orbit, developed by the European Space Agency (ESA, 

https://www.esa.int/Applications/Observing_the_Earth/Copernicus/Sentinel-2). Equipped 

with an optical sensor, the multispectral instrument has a spatial resolution ranging 

from 10 to 60 m depending on the spectral band (Drusch et al., 2012), with 13 bands 

in the visible, near-infrared and short-wave infrared ranges of the electromagnetic 

spectrum, and with a revisit time of 5 days at the equator (Gascon et al., 2017). 

The images used corresponded to Tiles T14QQD and T14QQE and the RGB and NIR 

spectral bands of multitemporal scenes with a 10 m spatial resolution, acquired on 

April 13, 2021, and May 3, 2021, respectively. Both images were captured by the 

Sentinel-2A satellite, with a 2-A processing level. Scenes with little or no cloud or 

haze were selected and downloaded from the Copernicus Open Access Hub website 

(https://scihub.copernicus.eu/). The sampling unit consisted of 20×20 pixel 

clipping. The sampling method was stratified random (Congalton and Green, 2009): 

prior knowledge of the study area from field trips made it possible to divide the area 

into groups or strata, which were randomly sampled. 

 

 

Training samples 

 

 

QGIS (3.18.3) was used to extract training samples and delimit the study area. The 

size of the images, in .tiff format, was 20×20×4 pixels (height, width and number 

of bands), at least 80 % of the clipping were considered to belong to a single class. 

https://www.esa.int/Applications/Observing_the_Earth/Copernicus/Sentinel-2
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A balanced training set was used to prevent classification based on unbalanced data 

(Gnip et al., 2021). 6 000 training samples were extracted from each LUV class; 

however, in order to prevent oversampling, only 2 280 samples were drawn from 

the Semi-permanent cycle moisture agriculture class, and 4 356 samples from the 

Semi-permanent cycle irrigated agriculture, as these two classes cover a smaller 

surface area. In total, 126 636 training samples were generated. 

 

 

CNN Model 

 

 

The CNN model algorithm was programmed with the Python language in a Jupyter 

notebook development environment, using the Tensorflow and Keras open-source 

libraries for machine learning. The model applied was of the Sequential type, the 

network layers were ordered and stacked linearly (Xie et al., 2020). All the neurons 

in one layer connect to all the neurons in the next layer, based on sequences of 

three types of layers: convolutional, clustering and fully connected. The 

convolutional and fully connected layers are typically followed by a nonlinear 

activation function (Rousset et al., 2021). 

The model architecture consisted of three convolutional and three clustering layers, 

according to the suggestions of Chen et al. (2016), in order to balance the complexity 

and robustness of the network. 128 neurons, a Kernel size of 3 by 3, and the same 

padding were used in each layer. Zeros were added around the input images; the 

outputs of the layer had the same spatial dimensions as its inputs. Also utilized were 

an activation function called Rectified Linear Unit (ReLU), which returns 0 for each 

negative value in the input image and returns the same value for each positive value, 

and, subsequently, an Average-Pooling subsampling filter that considers the average 
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activation values of a window, plus a Dropout layer with 20 % potentiality of setting 

the inputs to zero. 

Next, a (Flatten) layer that flattens the multidimensional outputs of the last 

convolutional layer in a one-dimensional format, and two dense layers: one of 512 

hidden neurons with a ReLU activation and Dropout layer at 20 %, and the last one 

with 22 output neurons corresponding to the number of classes to be identified, 

with a softmax activation function to predict the potentiality of each class. 

Training is the process of making inputs produce the desired outputs. It operates 

based on the establishment of previously known weights (Vinet and Zhedanov, 2011). 

For the adjustment of the connection weights, the data set was divided into two 

groups: training (80 %) and test (20 %). The former data, in turn, were divided into 

training (80 %) and evaluation (20 %), and were entered several times in the 

network, each repetition was called an epoch. The model was trained with 100 epochs. 

During the learning phase, a transfer function was applied through a series of 

iterations in order to compare the predicted values with the observed values (Bocco 

et al., 2007). The test set is not reviewed by the model in training but is used later, 

after adjusting the hyperparameters in order to provide an unbiased evaluation of 

the final model. Once the epochs have been created and the weights have been 

adjusted, the validation data are entered. The training ends when a low error is 

reached for all learning patterns (Bocco et al., 2007). The following 

hyperparameters were used in the evaluation and testing: Kernel size, dropout rate, 

hidden layers, layer depth, and activation functions. 

The model compilation included three parameters: optimizer, loss and metrics. 

Adam was used as the optimizing algorithm, as it is computationally efficient, has 

low memory requirements, is invariant to diagonal gradient scale change and is 

suitable for large problems in terms of data or parameters (Kingma and Ba, 2014). 

The model was compiled with the categorical cross-entropy function, and the 
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performance metric of interest was accuracy, which is related to the correctly 

predicted observation and to the total observations. 

The classification was evaluated using the confusion matrix, as it summarizes the 

accuracy assessment and represents good practice (Olofsson et al., 2014). The 

double-entry matrix confronts the actual values with the results of the classification, 

making it easy to detect where the two classes are being confused. Elements on the 

diagonal correspond to the correct prediction and those outside the diagonal 

correspond to incorrect predictions, both horizontally and vertically (Yeturu, 2020). 

The proportion of correctly assigned points expresses reliability (Mas et al., 2003). In 

addition, other evaluation metrics were calculated: accuracy, sensitivity, and score. 

In addition, the performance of the model was analyzed with the variations of its 

sensitivity and specificity using the receiver operating characteristic (ROC) curve, a 

parameter for assessing the goodness of the test. The accuracy of the test increases as 

the curve moves from the diagonal towards the upper left vertex. A higher value 

indicates that the model is capable of achieving a better performance (Liu et al., 2022). 

 

 

Results and Discussion 

 

 

The training and validation data sets were used to provide an unbiased evaluation of 

the trained model, with hyperparameter tuning to obtain the best performance of 

the developed neural network model (Figure 2). 

 



Revista Mexicana de Ciencias Forestales Vol. 13 (74) 
Noviembre - Diciembre (2022) 

 
 

108 
 

 

Figure 2. Model accuracy results. 

 

The ratio between the total number of correctly identified entries and the total 

number of entries determined the overall classification accuracy, which reached a 

maximum of 89.44 % on training data and 84.57 % in validation over 100 epochs. 

The results of the image classification were evaluated using the confusion matrix. 

Figure 3 shows in lighter color the classes with higher classification accuracy and 

the class for which the entered class was mistaken. In this case, the classes most 

often confused by the network were those labeled as 19 and 20, which 

corresponded to arboreal secondary vegetation of oak forest and arboreal secondary 

vegetation of oak-pine forest, because they are similar natural vegetation 

ecosystems, with a predominance of arboreal life forms. The floristic component 

differs partially between these systems, which may explain the confusion between 

the two classes. 
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Figure 3. Confusion matrix. 

 

According to the results for the evaluation metrics (Table 2 and Figure 4), a set of 

(macro and weighted) mean scores and accuracy with overall estimated 

performance of 85 % for all metrics is appreciated. Therefore, the land use and 

vegetation classification model was considered robust. These results indicate that 

the model has a low dispersion of the set of values obtained, with 85 % of positive 

cases that were correctly identified by the algorithm. 

 

 

 

 

Table 2. Model assessment metrics. 
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Class Accuracy Sensitivity F1 Score 

0 0.89 1 0.94 

1 0.97 0.96 0.97 

2 0.78 0.79 0.79 

3 0.97 0.99 0.98 

4 0.98 0.98 0.98 

5 0.86 0.77 0.82 

6 0.93 0.93 0.93 

7 0.83 0.79 0.81 

8 0.98 0.99 0.99 

9 0.72 0.82 0.77 

10 0.88 0.77 0.82 

11 0.84 0.85 0.85 

12 0.91 0.90 0.91 

13 0.82 0.74 0.78 

14 0.86 0.81 0.83 

15 0.99 0.98 0.99 

16 0.84 0.89 0.86 

17 0.81 0.82 0.82 

18 0.72 0.78 0.75 

19 0.56 0.51 0.53 

20 0.62 0.69 0.65 

21 0.99 0.98 0.98 

Accuracy 
  

0.85 

Medium 
macro 

0.85 0.85 0.85 

Weighted 
mean 

0.85 0.85 0.85 
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Figure 4. ROC curve by identified class. 

 

During the training, the network experienced a positive change when a regulation 

layer (Dropout) was used with a 20 % chance of setting the inputs to zero, which 

allowed the model to fit the data while minimizing the error produced by the data at 

each epoch. Whereas, when not used, there was a point at which error increased 

and generated overtraining. 

This research used 22 different classes, when usually approximately 10 are utilized. 

For example, Suárez et al. (2017) used four classes with 91.02 % of accuracy, Hu et 

al. (2018) employed seven classes with 82 % in accuracy, Bhosle and Musande (2019) 

classified 16 and four classes, respectively, with accuracies of 97.58 and 79.43 %. 

The results obtained for performance were high, exhibited accurate answers and 

showed progress for the procedure performed with CNN in the automated 

classification of LUV with 22 classes, although the scale utilized for creating the series 

had the problem of generating large polygons of LUV classes not representative of 
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the local scale (Paz-Pellat et al., 2019). The results of the present work were better 

than those of other previous CNN classification studies, in which an accuracy of 83.27 

% in training and of 91.02 % in validation was registered for identifying four classes 

(Suárez et al., 2017), and with accuracies of 90.18 % for vegetation cover 

classification and 87.92 % for land use in 12 classes (Zhang et al., 2019). 

The proposed model yielded satisfactory results on a very challenging dataset, even 

with the use of supervised learning alone. Once the data set was trained, the 

network experienced substantial overfitting when Dropout was omitted; however, 

no overfitting was reported when Dropout was added (Srivastava et al., 2014). 

It should be noted that the performance of the network becomes degraded when 

any of the intermediate layers is removed (Krizhevsky et al., 2017), involving a loss 

of about 5 % when a single convolutional layer is removed. The depth setting of the 

CNN network is critical to the accuracy of the classification, as the quality of the 

learned features is influenced by the levels of representations and abstractions 

(Zhang et al., 2019). 

The results show the suitability of CNNs to classify LUVs in complex areas; however, 

their accuracy may vary as the number of classes increases, as in the case of Inegi's 

LUV maps, which consider 70 classes with 15 groupings (Paz-Pellat et al., 2019). Thus, 

it would probably have to be grouped into spectrally similar classes in order to 

operationalize a deep learning classification scheme. Today, many other deep learning 

options with more complex architectures, could allow further advance in future 

research. In addition, the use of reflectance information exclusively from independent 

spectral bands can be limiting, therefore, we suggest adding layers of vegetation 

indices. 

 

Conclusions 
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The model correctly detects those classes that are furthest separated in spectral terms 

and that exhibit differential characteristics. Classes with less training data are not 

affected, although spectrally close classes register low recognition rates. Results 

improve as the network increases in number of layers and training time, but there are 

still orders of magnitude that must be overcome in order to increase classification 

accuracy. 

It was proven with sufficient accuracy that deep learning with convolutional neural 

networks can identify patterns in the reflectance data captured by Sentinel-2 

satellite images for land use and vegetation classification in intrinsically difficult 

areas in the Atoyac-Salado basin. 
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